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Abstract. In this work methods are described, which are used for an individual
adaption of a dialog system. Anyway, an automatic real-time capable visual user
attention estimation for a face to face human machine interaction is described.
Furthermore, an emotion estimation is presented, which combines a visual and an
acoustic method. Both, the attention estimation and the visual emotion estimation
based on Active Appearance Models (AAMs). Certainly, for the attention estimation
Multilayer Perceptrons (MLPs) are used to map the Active Appearance Parameters
(AAM-Parameters) onto the current head pose. Afterwards, the chronology of the
head poses is classified as attention or inattention. In the visual emotion estima-
tion the AAM-Parameter will be classified by a Support-Vector-Machine (SVM).
The acoustic emotion estimation also use a SVM to classifies emotion related audio
signal features into the 5 basis emotions (neutral, happy, sad, anger, surprise). After-
ward, a Bayes network is used to combine the results of the visual and the acoustic
estimation in the decision level. The visual attention estimation as well as the emo-
tion estimation will be used in service robotic to allow a more natural and human
like dialog. Furthermore, the human head pose is very efficient interpreted as head
nodding or shaking by the use of adaptive statistical moments. Especially, the head
movement of many demented people are restricted, so they often only use their eyes
to look around. For that reason, this work examine a simple gaze estimation with
the help of an ordinary webcam. Moreover, a full body user re-identification method
is described, which allows an individual state estimation of several people for hight
dynamic situations. In this work an appearance based method is described, which
allows a fast people re-identification over a short time span to allow the usage of
individual parameter.
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1 Introduction

Due to the growing occurrence of service robots more and more unexperienced and
non-instructed users are getting in touch with service robots. Therefore a lot of effort
has been spent on enabling a natural human-robot dialog in service robotics during
the last years. Nowadays, service systems like shopping robots or ticket machines
are established in our society. Furthermore, service systems are getting more and
more important in home environment. This ranges from robotic animals for amuse-
ment to service robots which help with housework, scheduling, home health care
etc.. Especially for the acceptance of these systems they must be easy to use, since
non-instructed users should be able to operate these systems. The most intuitive kind
to interact with a technical system is the human like communication. Essential parts
in human like communication is to know the emotional state of the dialog partner.
For example, in tutoring systems or computer games, knowing about the user’s feel-
ing of boredom, frustration or happiness can increase learning success or fun in the
game. Especially in human-robot interaction, affective reactions of the robot, fol-
lowing the recognition of the user’s emotional state, can make the interaction more
natural and human-like.

A further helpful information, for a user interaction is to know whether the di-
alog partner is attentive to the service system or to any other [9]. There are many
methods to estimate the user attention, like full body movements or the used atten-
tion estimation which based on the direction of view. To estimate the emotion of
the dialog partner, it is possible to interpret the facial shape and texture, the voice
and some times full body movements. In this work an emotion estimation method is
used, which combines the cues of facial expressions and audio signal information.

To estimate the user attention and the facial expression in a 2D image, a head
description is needed which model the head of the current user. Two Active Ap-
pearance Models (AAMs) are used to realize this head models in real time. Active
Appearance Models have been established to characterize non-rigid objects, like
human heads, and can be used to analyze the user’s state based on visual features.
Therefore, the parameters of the AAM are adapted, so that the model fits to the
current face in shape and appearance.

Especially in home health care for demented people, often it is not possible to use
the head pose for attention estimation, because many demented people are restricted
in their head movements. These people mostly look around by moving merely their
eyes. To allow a visual attention estimation in this case, a simple eye tracker is con-
sidered which operate with an ordinary webcam. This eye tracker based on the eye
position determined by an AAM, too. Further essential informations for a gentler
and more natural dialog, which can be estimated with the help of the head pose
are head nodding and shaking. Afterwards, the head nodding and shaking can be
interpreted as Yes or No to allow a simple nonverbal gestural answering.

To classify the chronology of the head poses to attention or inattention, an adap-
tive variance is used in this work. To classify the chronology of the head poses to
head nodding, shaking or others, an adaptive excess kurtosis is used.
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For the estimation of users state it is often helpful to use an individual refer-
ence, like the Individual Mean Face which is described in [10]. Especially in home
environment the number of interaction partners is limited and the most interaction
partners come again. So it is helpful to use a former estimated reference. For this
reason, a user identification is needed. A full body method for identification is de-
scribed in this work. This method interprets the full body appearance which is used
for a re-identification in a brief span.

2 Related Work

The work comprises the tasks of extracting the visual focus, head gesture classifica-
tion as well as emotion estimation. All of these tasks require information about the
user’s head. A wide variety of methods with different kinds of feature extraction and
classification approaches can be found in the literature. In the following, we give a
brief overview of different methods, which have been applied for the specific tasks.

2.1 Visual Focus of Attention

Basically, a person’s visual focus is determined by eye gaze. However, the proposed
systems in the literature require high resolution of the eyes [23]. Nevertheless, the
head pose can be regarded as a low pass filtered eye gaze and therefore the head
pose can be utilized to get information about the visual focus [25]. Hidden Markov
Models are a very common way to extract the focus of attention from a sequence
of head poses [25, 22, 1]. However, the mentioned methods try to extract a focus of
attention in terms of certain objects or persons, which lies not in the scope of this
paper.

2.2 Head Gesture Recognition

Known approaches for head gesture recognition are quite similar to visual attention
estimation. Again, the head pose is extracted and evaluated over time. A common
way to enable the time based evaluation is to apply Neural Networks as shown in
[12]. Furthermore, SVM Classification as utilized in [14] or Hidden Markov Models
[13] can be applied for head gesture classification. Nevertheless, the proposed meth-
ods are also not able to learn head gestures online and therefore are not appropriate
to learn new head gesture semantics during the human-robot dialog.

2.3 Audio-Visual Emotion Recognition

Joining several modalities in a single multimodal emotion recognition system could
be achieved in several fusion levels, which will be detailed discussed in Sec 4.3.
Paleari and Lisetti proposed a general framework for multimodal information fu-
sion towards multimodal emotion recognition. They discussed that the fusion of the
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information takes place at signal, feature and decision levels. However, the work
did not report any practical implementation and experimental results [17]. De Silva
and Chi exploited a rule based method for decision level fusion of speech and vi-
sion based systems. The multimodal results showed an improvement over both of
the individual systems [21]. Zeng et al. used a voting method to combine output
of audiobased and vision-based recognition systems for person-dependent emotion
recognition [32].

However, the above listed works of audio-visual-based emotion recognition did
not consider the influence of the speech-related configuration of the face on the
emotion-related facial changes and consequently on the accuracy of recognizing
emotions in natural and unconstrained conversational human robot interaction,
which is challenged in this work.

3 Head Pose Interpretation

In this work the user’s head poses are extracted and used for an attention and head
gesture estimation. The attention estimation in this paper is based on the parameters
of a fitted AAM. Trefflich [27] showed that the head movements have a strong corre-
lation to eye movements, because the head movements are the low-pass filtered eye
movements. So the 3D head pose is used for the attention estimation. The described
system interpret the AAM-Parameters as head pose and analyzes them for atten-
tion and gesture estimation [11]. For some applications like the emotion estimation
a very detailed but only frontal face model is needed. Due to their complexity the
model does not fit enough to different head poses. However, for attention estima-
tion and detection of head shaking or nodding a model is needed that fits good to
a rotated face. This is possible by using a model that is not detailed in shape. An
overview of the used architecture is shown in Fig. 1.

Fig. 1 Head Pose Interpretation. The attention estimation and head gesture classification is
done by extracting the head pose from AAM-parameters. The poses are aggregated over time
to compute the variance and excess kurtosis. The variance is used to compute the user’s atten-
tion while the excess kurtosis is applied for head gesture recognition. Temporal smoothing is
applied for both subsystems to reduce input parameters noise.
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3.1 Head Pose Estimation

Both the attention and the gestures of Yes and No can be determined by head poses.
Trefflich shows that the visual attention correlates with the head pose [27]. The first
part in the estimator is to extract the head pose. Afterwards, the attention and head
gestures are estimated by using statistics. Experiments have shown that some AAM-
parameters correlate with the head pose once the training dataset contain head poses.
For head pose estimation an own dataset is used which contains mixed facial image
sequences of male and female people who rotate their heads around. Each image
of this dataset is labeled by the current head pose which is determined by the so
called Flock of Birds. The Flock of Birds is a two parted system which determined
the head pose by using magnetic fields. The one part is fixed and must be positioned
near by the camera, the other part must be mounted on the top of the head. This
system must be calibrated for each user to get correct values. Few samples of this
dataset is shown in Fig. 2 .

Fig. 2 Head Pose Dataset. This is an example of the used dataset for the head pose estimation.

The correlation between head poses and AAM-parameters can not be general-
ized, thereby it is necessary to test each AAM. In the used AAM-approximation
the first four shape parameters are generated by a face detector. These so called
global shape parameters only describe the position of the face in the image. The
other shape parameters which describe the individual form are so called local shape
parameters. Fig. 3 shows the correlation between the first ten possible local shape
parameters and the head rotation. By reason of this correlation it is possible to use
an AAM with only the first two local shape parameters.

Through this, the used model includes 50 texture parameters but only six shape
parameters. Whereof two shape parameters describe the head rotation, one for hor-
izontal and one for vertical head rotation. To have a similar model a method to
generate an Active Appearance Model with two separate example sets is favorable
[26]. In the used method the texture is learned first. After that, the shape could be
learned by separate examples. For texture training the FG-Net dataset [30] is used.
An own dataset of one person who move the head horizontally and vertically in sep-
arated time frames is used for learning the shape parameters. To map the two shape
parameters which describe the head pose onto the correlated real world head pose,
two simple Multilayer Perceptrons (MLPs) are used. One MLP maps the AAM-
Parameter which describes the horizontal head pose onto the correct linear head
pose. Equivalent to this, the other MLP maps the AAM-Parameter which describes



220 S. Hommel, A. Rabie, and U. Handmann

Fig. 3 Correlation between the local AAM-Parameters and the Head Poses. The left diagram
shows the correlation with the horizontal head rotation and right diagram shows the correla-
tion with the vertical head rotation.

the vertical head pose onto the correct linear head pose. In this way the horizontal
and vertical head poses are described in degree. Each MLP consists in one input
neuron, two hidden neurons and one output neuron.

3.2 Attention Estimation

To analyze the head poses, the statistics is used, since it allows a direct attention and
gesture estimation without training data. For efficient calculation of these statistics,
an adaptive recursive method is used, which was developed by Grießbach [6]. All
used adaptive recursive methods employ a constant weight c which range from 0
to 1. It is possible to use different weights for each adaptive recursive method. For
that reason we use the indexed weights cM, cZ2 , cA and cI . By the use of a tall c, the
method is more sensitive to input chances. The variance Z2 (Fig. 4) of the head poses
are used to get a classification onto attentive or inattentive. To calculate the variance
at the time t + 1, the temporal mean Mt+1 and the input value (current head pose)
Xt+1 is needed. In this work, the temporal mean is also adaptive recursive calculated.
For the use of adaptive recursive methods, well initializations are favourable. In this
work, we postulate that the user is initially attention. Therefore, we use 0 for m0 and
z0:

M0 = m0,

Mt+1 = Mt + cM · (Xt+1−Mt) ,

Z2
0 = z0,

Z2
t+1 = Z2

t + cZ2 ·
(
(Xt+1−Mt+1)

2−Z2
t

)
.

A sequence of head poses are classified as attentive once the variance is lower than
a threshold with a value of 40 degree. The aim in this work is to get a continuous
value for the attention At . For this an adaptive recursive mean is updated by 100
once the person is attentive and with 0 otherwise:
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Fig. 4 Variance. When the variance is greater than 40◦, the current part of the sequence is
classified as inattention and otherwise as attention

A0 = 100,

At = At−1 + cA · (100−At−1) , if attention,

At = At−1 + cA · (0−At−1) , if inattention.

When a person is attentive mostly it is in interest where the people look too. This
point of interest I can be estimated by the adaptive mean of the head poses p:

I0 = 0,

It = It−1 + cI · (pt − It−1).

3.3 Head Gesture Estimation

Furthermore, the developed estimator is able to detect head shake and nodding from
a face image sequence. Afterwards, a context-sensitive interpretation as Yes or No is
possible. When a person shakes their head, only few changes of the head pose in the
vertical are generated, but lots of changes in the horizontal are expected. Thereby,
the excess kurtosis of the horizontal head poses is platykurtic and the excess kurtosis
of the vertical head poses is leptokurtic. The effect is reverse by nodding. Since this
condition is unequivocal it can be used for detection. (Fig. 5) The adaptive excess
kurtosis ε can also calculated by a method of Grießbach:

Z4
0 = z0,

horizontal pose

distribution

vertical pose

distribution

platykurtic

k < 0

leptokurtic

k > 0

Nodding

horizontal pose

distribution

vertical pose

distribution

platykurtic

k < 0

leptokurtic

k > 0

Head shaking

Fig. 5 Head Gesture. Performing a nodding gesture involves changes in the vertical head
pose. Therefore, the vertical head pose distribution becomes platykurtic while the horizon-
tal distribution is leptokurtic. Head shaking involves changes of the horizontal head pose.
Therefore, the distribution characteristics are inverted.
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Z4
t+1 = Z4

t + c ·
(
(Xt+1−Mn+1)

4−Z4
t

)
,

ε =
Z4

n

(Z2
n)

2 −3.

3.4 Eye Tracker

To estimate the attention of demented people the eye gaze is needed, since they
are mostly unable to move the head full freely. So these people look around only
with their eyes and without head movements. To estimate the eye gaze an ordinary
webcam is used. First, the AAM affords the eye position, so it is possible to focus
only to this image parts. A gray level eye consist of a white plane, a darker iris and
a black pupil, so the pupil is detected as the darkest point in the eye. To establish
the eye gaze it is necessary to know the possible eye movements. Speckmann and
Hescheler reported that the healthy eye is able to move 20◦ to the left and 20◦ to the
right [24]. This is an interest area of 40◦ onto the curvature of the eye. Up to this
value it is possible to assume a linear correlation between the pupil position into the
2D image and the pupil position onto real world eye.

Fig. 6 Eye Tracker. Triangulation to calculate the horizontal and vertical pupil position for
the eye gaze estimation

The same assumption is used for the vertical eye movement. Thereby, it is pos-
sible to estimate the line of gaze for each pupil position by the use of triangulation.
This is exemplary shown in Fig. 6. To estimate the global eye gaze it is necessary to
add the head pose, too.

4 Emotion Recognition

Possible modalities to exploit for automatic recognition are language (acoustic-tic
and linguistic information), facial expressions, body gestures, bio signals (e. g. heart
rate, skin conductance), or behavioral patterns (such as mouse clicks). Though one
modality alone can already give information on the affective state of a user, humans
always exploit all available modalities, and if an automatic systems attempts to reach
human performance, the need for multi-modality is obvious. Thereby not only con-
sent results of different modalities lead to more confident decisions, but also con-
flicting results can be helpful [17], e. g. to detect pretended or masked emotions, or
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to find out more reliable modalities for certain emotions. The most obvious modali-
ties in human-human conversation, and also in human-robot conversation which we
aim to enhance, are speech and facial expressions.

In our work we challenge this approach by analyzing the auditory and visual
stimuli with respect to their general discriminative power in recognizing emotions.
Note that in our work we focus on interactive scenarios and are thus targeting at
systems that are able to work online. The approaches we present in this paper are,
therefore, not only being tested offline on existing databases but have proven their
applicability in robotic applications in real world settings [8, 19, 18]. This is in
contrast to other work (e.g. [3]), which has focused on offline emotion recognition
only. The following three sections will provide a brief introduction on the respective
unimodal analysis techniques as well on the proposed probabilistic decision level
fusion.

4.1 Visual Facial Expression Recognition

In order to recognize basic emotion visually, we take a closer look into the interlocu-
tor’s face. The basic technique applied here are Active Appearance models (AAMs)
first introduced by Cootes et al [5]. The generative AAM approach uses statistical
models of shape and texture to describe and synthesize face images. An AAM, that
is built from training set, can describe and generate both shape and texture using a
single appearance parameter vector, which is used as feature vector for the classifi-
cation. The active component of an AAM is a search algorithm that computes the
appearance parameter vector for a yet unseen face iteratively, starting from an initial
estimation of its shape. The AAM fitting algorithm is part of the integrated vision
system [19] that consists of three basic components. Face pose and basic facial fea-
tures (BFFs), such as nose, mouth and eyes, are recognized by the face detection
module [4]. The coordinates representing these features are conveyed to the facial
feature extraction module. Here, the BFFs are used to initialize the iterative AAM
fitting algorithm. After the features are extracted the resulting parameter vector for
every image frame is passed to a classifier which categorizes it in one of the six
basic emotions in addition to the neutral one.

Besides the feature vector, AAM fitting also returns a reconstruction error that
is applied as a confidence measure to reason about the quality of the fitting and

Fig. 7 Emotion Recognition. Architecture of the facial analysis sub-system
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also to reject prior false positives resulting from face detection. As classifier a one-
against-all Support Vector Machine is applied. The whole system is applicable in
soft real-time, running at a rate of approximate 5 Hz on recent PC hardware.

4.2 Emotion Recognition from Speech

For the recognition of emotions from speech, EmoVoice, a framework that features
offline analysis of available emotional speech databases, as well as online analysis
of emotional speech for applications, is used [29]. This approach is purely based on
acoustic features, that is no word information is used. The first step is the extraction
of emotion-related features from audio signal. A large vector of statistical features
based on prosodic and acoustic properties of the speech signal was calculated for
each utterance in the DaFEx database. To reduce the size of feature vectors (over
1400 attributes) correlation-based feature subset selection is used. This selection is
necessary to increase performance as well as speed of classification. By this way, 71
features related to pitch, energy, MFCCs, linear regression, range of the frequency
spectrum of short-term signal segments, speech proportion, length of voiced and
unvoiced parts in an utterance, and the number of glottal pulses remained. For clas-
sification support vector machines are used, but with a linear kernel. The feature
selection is typically done offline, but the feature extraction and classification can
be done either offline or in real-time.

4.3 Probabilistic Decision Level Fusion

Multimodal information fusion is the task of combining some interrelated infor-
mation from multiple modalities. In an emotion analysis system, while a unimodal
system incorporates features of a single modality (visual, audio, tactile, or body in-
formation) the multimodal systems use information from multiple different modal-
ities simultaneously.

As affective states in interaction are usually conveyed on different cues at the
same time, we agree with other works summarized in [31] that a fusion of visual
and acoustic recognition yields significant performance gains. Hence, we followed
the idea of an online integration scheme based on the prior offline analysis of recog-
nition results on a database.

In current fusion research, three types of multi-modal fusion strategies are usually
applied, namely data-/signal-level fusion, feature-level fusion, and decision-level
fusion [17]. Signal-level fusion is applicable solely to sources of the same nature
and tightly synchronous. Generally it is achieved by mixing two or more physical
signals of the same nature (two auditive signals, two visual signals of two cams,
etc). This type of mixing is not feasible for multimodal fusion due to the fact that
different modalities always have different captors and different signal characteristics
(auditive and visual).

Feature-level fusion means concatenation of the features outputted from dif-
ferent signal processors together to construct a joint feature vector, which is then
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conveyed to the affect analyzer. It is used when there is evidence of class-dependent
correlation between the features of multiple sources. For example, features can be
extracted from a video processor (facial expression) and speech signal (emotion-
related prosodic features). Feature-level fusion benefits of interdependence and cor-
relation of the affective features in both modalities but is criticized for ignoring the
differences in temporal structure, scale and metrics. Although, feature-level fusion
demands synchronization of some extent between modalities. Yet another drawback
of such a fusion strategy is that it is more difficult and computationally more intense
than combining at the decision level.

The third fusion strategy combines the semantic information captured from the
individual unimodal systems, rather than mixing together features or signals. Due
to the advantages of (I) being free of synchronization issues between modalities,
(II) using relative simple fusion algorithms, and (III) their low computational re-
quirement in contrast to the feature-based methods, decision-level fusion methods
are adopted from the vast majority of researchers in the field of multimodality
emotion recognition. Following this conclusion we decided a probabilistic-based
decision level fusion method to join the facial expression-based, and the acoustic
information-based emotion recognizers into bimodal one.

The proposed decision-level fusion method is probabilistic approach based on
a top-down-reasoning Bayesian network with a rather simple structure depicted in
Fig 8. Based on the classification results of the individual visual and acoustic classi-
fiers, we feed these into the Bayesian network as evidence of the observable nodes
(Acoustic and Visual, respectively). By Bayesian inference the posteriori probabili-
ties of the unobservable affective fusion (Fusion) node are computed as:

P(Fusion = e f |Visual = ev,Acoustic = ea), (1)

where, e f ,ev,ea can belong to any one of seven emotion classes mentioned above,
and taken as a final result.

The required probability tables of the Bayesian network are obtained from a per-
formance evaluation of each individual classifiers in an offline training phase based

Fig. 8 The Bayesian network. The structure of the Baysian network used to fuse cues of both
uni-modals. Evidences of observable nodes acoustic (A) and visual (V) are fed as input into
the corresponding nodes. The posteriori probabilities of the unobservable node are computed,
wich give fusion (F) as the final result.



226 S. Hommel, A. Rabie, and U. Handmann

on ground-truth-annotated databases [12]. Therefore, confusion matrices of each
classifier are turned into conditional probability tables modeling the dependent ob-
servation probabilities of the model according to the arrows in Fig. 8.

5 User Re-identification

To use individual settings of a dialog adaption system for different users, a user
recognition is essential. To allow a contactless interaction, the system could use
visual or acoustic information. Whereas acoustic informations of the user are not
evaluable all the time, visual informations are used in this work. Especially for the
described facial methods a facial user re-identification could be used [7]. Certainly,
in the case of searching or monitoring the dialog partner, facial information are often
not available. In this case and to boost the facial re-identification, a whole-body user
recognition is used. This work shows an appearance based user re-identification.
Before an re-identification is possible, the person must be detected. In this work
Histograms of Oriented Gradients are classified by a Support Vector Machine. To
be real time capable, a GPU (Graphics Processing Unit) based algorithm is used
[16].

The appearance based whole-body user re-identification is useful for monitoring
multiple dialog partner in one scene. This kind of re-identification is not helpful
for an application over a long period of time since humans whole-body appear-
ance varies by changing clothes. Certainly, the appearance based features are di-
vided into color and texture features. Whereas the texture is naturally independent
of the illumination. Typically, color image pixels are described with the help of three
color channels, which represents the red, green and blue parts of the current color
(RGB). This results in different pixel representations given different illuminations.
For this reason the RGB color representation is transformed into a color representa-
tion which allows to separate the illumination influence (Formula 2). The used color
space represents the pixel color also in three channels, which describes separately
the hue, saturation and the value (HSV). The hue range from 0◦ to 360◦, the satura-
tion range from 0% to 100% as well as the value. In this work only the illumination
independent hue and saturation of the color are used:

R,G,B ∈ [0,1];MAX = max(R,G,B);MIN = min(R,G,B)

H =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0◦, if MAX = MIN ⇔ R = G = B,

60◦ · (0+ G−B
MAX−MIN ), if MAX = R,

60◦ · (2+ B−R
MAX−MIN ), if MAX = G,

60◦ · (4+ R−G
MAX−MIN ), if MAX = B,

H = H + 360◦, if H < 0◦,

S =

{
0, if MAX = 0⇔ R = G = B = 0,
MAX−MIN

MAX , other,
V = MAX .

(2)
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Three fixed parts of the detected people are selected to eliminate color and texture
informations Fig. 9. One rectangle part of the lower body is separated to determine
the mean hue and saturation. Furthermore, the mean horizontal and vertical texture
rates as well as the mean hue and saturation is calculated from a rectangle part of
the upper body. One histogram of the hues and one histogram of the saturations are
calculated from an oval area of the upper body.

Fig. 9 Feature extraction. The used features for the full body people re-identification will be
extracted from three areas. The location of this areas is relative to the people detection.

Whereas, the upper body appearance is typically more complex the texture rates
and the histograms are calculated only from this part. The mean horizontal and the
mean vertical texture rates describe the strength of the texture at the selected area.
To calculate the horizontal and vertical texture, the Scharr filter [20] is used. The
mean hue and saturation describe the ground color of the user’s lower and upper
body, while the histograms describe more detailed the upper body colors. By using
the hue and saturation histograms, even detailed color prints etc. at the clothes are
represented in a very compact form. In this work normalized histograms are used
due to their scale independency. To handle minor changes of the color, the hue and
saturation are both divided into only 16 parts for the histograms. To allow more ro-
bust identification, all the features will be tracked over the time. This tracks are used
to build a user feature space. This kind of people description is very compact and
easy to save. To compare the saved feature spaces with the current features, only the
normalized differences of all the features are calculated and summarized. Certainly,
during the calculation of the difference D between the hues of the searched person
feature space (Hi) and the hue of the current hypotheses (Hc), it must heeded that
the hue is represented as a circle. To calculate the difference of the hue (Formula 3)
is used:

D = |Hi−Hc|,
D = 360◦−D, if 360◦−D < D.

(3)

In this way, the summarized differences are used as a score for user identification.
A small score means a hight probability to find the correct person.
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6 Experimental Results

This section presents experimental results achieved by using the described
approaches. Furthermore, a number of test sequences are recorded to evaluate the
proposed attention measuring system, the head gesture recognition, the eye tracker
and the emotion recognition.

6.1 Head Pose Estimation

To evaluate the presented AAM and MLP based head pose estimation, 8 test se-
quences are recorded whereby the people can look around. By recording this se-
quences the head pose which is determined by the Flock of Birds is simultaneous
recorded. Then the head poses which are estimated with the help of the presented
system is compared to the head poses of the Flock of Birds. Thereby, the RMS for
vertical pose is 0.1387◦ and the RMS for horizontal is 0.1546◦. This result is shown
in Fig. 10.

Fig. 10 MLP-Output vs. ”Flock of Birds”. The green curve represent the head poses which
are determined with the help of the ”Flock of Birds” and the red curve represent the head
poses which are estimated by the presented system. left: horizontal head poses; right: vertical
head poses.

6.2 Attention Estimation

To evaluate the proposed attention measure under real world conditions, 23 test se-
quences from 8 different persons are recorded. The people were asked to watch
several video clips in front of a computer monitor, while they were monitored with
the help of a frontal camera. During the first stage, the person were watching an ex-
citing movie. In the second stage, the same persons were watching a boring video,
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while another person enters the room and tries to distract the test persons by talk-
ing to them or letting things falling on the ground. Afterwards, the recorded image
sequences were labeled manually by several people in terms of visual attention. For
evaluation purposes the same sequences were presented to the proposed attention
estimation system. The average divergence between the presented system and the
labels is only 4 percentage points which is shown in Table 1.

Table 1 Attention Estimation. This table shows the rate of attention for each evaluation se-
quence which is determined by the presented system and by human interpretation

Sequence 1 2 3 4 5 6 7 8 9 10 11 ...
System 23.6% 16.8% 3.1% 1.1% 8.5% 4.9% 0% 0% 25.5% 0% 0.2% ...
Human 0% 15.5% 0% 2.3% 12.9% 6.7% 0% 0% 7.5% 0.7% 0% ...
Difference 23.6% 1.3% 3.1% 1.2% 4.4% 1.8% 0% 0% 18% 0.7% 0.2% ...

Sequence 12 13 14 15 16 17 18 19 20 21 22 23
System 4.3% 1.1% 0% 8.6% 14.8% 31.6% 0% 0% 27.1% 13.4% 28.4% 69.6%
Human 0% 0% 0% 0% 7.8% 26.9% 0% 0% 20.6% 15.6% 27.1% 68.3%
Difference 4.3% 1.1% 0% 8.6% 7% 4.7% 0% 0% 6.5% 2.2% 1.3% 1.3%

The described system only fails massively at three image sequences. By visual
analyzing of these sequences, it is prominent that the high divergence of these se-
quences is generally caused by a bad model fitting leading the head direction esti-
mation to fail.

Before the variance for the attention estimation is used, the excess kurtosis was
also tried to use, since the excess kurtosis have no scale unit. However, the use of the
excess kurtosis failed because it is zero when the head pose histogram is normally
distributed and this is able during attention and during inattention (Fig. 11).

Fig. 11 Excess Kurtosis vs. Variance. A wide and a small histogram can be Gaussian dis-
tribution, so the excess kurtosis can be 0, once the variance become tall when the user is
inattentive

Fig. 12 and Fig. 13 shows exemplary the head poses, the excess kurtosis and the
variance of an attention and an inattention sequence.
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Fig. 12 Excess Kurtosis vs. Variance of an attention sequence. (a) shows the temporal his-
togram for each time. A small histogram with many red areas leads to a small variance (c)
but to a fluctuating excess kurtosis (b).
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Fig. 13 Excess Kurtosis vs. Variance of an inattention sequence. (a) shows the temporal
histogram for each time. A wide histogram with less red areas leads to a large variance (c)
but to a fluctuating excess kurtosis (b).

6.3 Head Gesture Estimation

To evaluate the Head Gesture Estimation, 4 sequences from several people, which
nod and shake their heads in addition to further head movements, are recorded.
On this experiment each head nodding and shaking could be detected by no false
positive detection. Already a single fully Yes (head nodding) or No (head shaking)
head gesture could be detected, where the system reaction is shortly delayed, once
the used adaptive calculation.
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6.4 Eye Tracker

The simple eye tracker is only evaluated by three sequences. In these sequences the
people look straight ahead onto the camera and move only their heads, so the eye
gaze should roughly 0◦ where the head pose differ. In Fig. 14 and Fig. 15 the vertical
and horizontal eye gazes and head poses is exemplary visualized for one sequence.

(a) horizontal head pose (b) horizontal eye gaze

Fig. 14 Histogram of horizontal head pose vs. eye gaze

(a) vertical head pose (b) vertical eye gaze

Fig. 15 Histogram of vertical head pose vs. eye gaze

Furthermore, the Table 2 shows the variance of the head poses and the eye gazes
of the three sequences. This results shows that it is principal possible to estimate the
eye gaze by this simple method with a small error. This estimation should be exact
enough to use it in an attention estimation.

Table 2 Variance Head Pose vs. Eye Gaze. This table shows the variance of the vertical and
horizontal head poses and eye gazes of 3 test sequences from several person.

Person hor. head pose hor. eye gaze ver. head pose ver. eye gaze
1 71.4 4.3 15.6 1.8
2 39.5 6.7 2.0 0.8
3 176.8 3.0 2.8 0.6
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6.5 Bimodal Emotion Recognition

As we are striving in this work to give the robot a bimodal emotion recognition abil-
ity that is based on analyzing facial expressions and speech information, the systems
are afresh evaluated on data set with subjects in a real-life conditions. Four subjects
have participated in this test (one female and three males). The whole procedure is
divided into training and test phases. For one subject both phases were conducted in
the same day; for two others the test was is conducted in the following day, while
for the fourth subject the time interval was two days.

In the training phase the subjects are asked to display facial expressions of live
emotion classes: anger, happiness, neutral, sadness, and surprise with and without
speaking. The average amount of data captured from each subject for each facial
expression class was 246 images. To create conditions of real-life human-robot in-
teraction as much as possible, the subjects are allowed to move arbitrarily in front
of the camera. During this phase a person-independent AAM, which is built from
a subset of the DaFEx database of talking and non-talking subjects, is used to ex-
tract the emotion-related facial features. These features are then conveyed to train a
person-dependent SVM.

In the test phase the subjects are asked to display facial expressions and utter a
few sentences (in general five) expressing as much an emotions as possible 1. The
above-mentioned AAM is used to extract facial features, which are labeled with
the proper emotional class by the above-trained SVM. In this session a person-
independent speech-based emotion recognizer is utilized to categorize each utter-
ance into the proper emotional class. An average of 145.25 images from each subject
for each emotion are used as test data. The validation matrix for the fusion scheme
of each subject was an averaged confusion matrix (CPT), which is obtained from
the performance of both individual systems on the three remaining subjects.

Table 3 Emotion Recognition. The performance of each stand-alone unimodal systems
against the one of the bimodal system. All results are obtained from a test in a real-life
condition.

Anger Happiness Neutral Sadness Surprise Total
Vis 75.00 43.75 50.00 60.28 47.92 55.39
Aco 33.04 15.42 36.25 23.06 10.42 23.63
Audio-Visual 75.00 50.00 68.75 49.03 47.92 58.14

Table 3 illustrates the results obtained from both the stand-alone and bimodal
systems. The low rates delivered by the speech-based emotion analysis system - the
first raw - could be because a person-independent classifier is used, which is trained
on a speech-based emotion database that does not include the subjects participating
in the evaluation procedure. Nevertheless, it can be seen that the whole performance
of the bimodal system has an advantage over both facial-expression- and speech-
information-based systems, which satisfy the goal of the fusion scheme proposed

1 The sentences were emotional words free.
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previously. However, when the performance of each channel on each emotion is
considered it is notable that the recognition rate of happiness and neutral is en-
hanced when the bimodal system is employed, which indicates that the cues of both
modalities comprise complementary information for these two emotions. In con-
trast, from the first and fifth rows, it is noticeable that both unimodal cues comprise
only redundant information so that combining both modalities yields no improve-
ment with regard to discrimination ability for the recognition of anger and surprise.
Furthermore, the fourth column indicates that both modalities deliver conflicting
information, which causes sadness to be recognized even less than the stand-alone
facial-expression-based modality.

7 Conclusion

In this paper, approaches for extracting the user attention, the head gestures and the
emotions are presented. These approaches utilize the shape and texture parameters
from a fitted Active Appearance Model. This paper focus on improving the human-
robot interaction. An attention and head gesture estimation, which use the AAM
shape parameters to estimate the user’s head pose is applied. For the measurement
of attention the distribution of the head pose over time are used. By comparison the
hand labeled attention values with the system output, the presented system seems
to be able to estimate the attention value quite well. In addition, a head gesture
recognition based on the temporal event mapping approach is proposed.

In order to enhance the naturality of the interaction an approach, which provide
the ability for the dialog system to analyze the emotional state of the interaction
partner, is implemented. The proposed approach fused a facial-expression-based
emotion analysis system with a speech-based analysis system in a bimodal emo-
tion analysis system. A probabilistic decision level fusion approach is used. That
makes benefits of its simplicity, no mandatory of synchronization, and the general
discriminative power of each unimodal compared to the other fusion methods. Five
of the seven basic emotions of Ekman are considered in a life-like scenario of hu-
man robot interaction. The bimodal system outperforms both uni-modal system in a
natural and life-like conversational human-robot interaction.

Continuing this work, could be possible by integrating the proposed systems into
a dialog system [15]. This will be very helpful to examine how the proposed atten-
tion values as well as the emotion can be utilized to enable a more natural human-
robot interaction. Furthermore, the possibility to track the human eyes with the help
of an ordinary webcam with a small estimation error is shown. To enable the use of
individual parameter, a re-identification method is presented.

Non-basic emotions such as frustration, sleepiness and satisfaction could be con-
sidered in future works by adopting the dimensional approach of emotion catego-
rization. A further work on the topic of attention and emotion estimation could be
the usage of full body motion. Furthermore, it is possible to use full body motion as
a further feature for the full body re-identification.
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